How the Pandemic Emphasized the
Importance of Real-World Data

Francesco Branda
University of Calabria & DtoK Lab

UNIVERSITA =
DELLA CALABRIA =¥ ®DtoKLAB

E-mail: francesco.branda@unical.it

Web: https://francescobranda.netlify.app/

ODS2022 - DATI E POTERE



mailto:francesco.branda@unical.it
https://francescobranda.netlify.app/

verview

: N . by 8 1
the use of connected devcies - are hard to comprehend, particularly when looked at in the context of one day 9 = i of data will be created every day by 2025
Kilobyte 1,000 bytes 1,000 bytes

DEMYSTIFIYING DATA UNITS
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Data-driven surveillance system
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Abstract: Despite the stunning speed with which highly effective and safe vaccines have been
developed, the emergence of new variants of SARS-CoV-2 causes high rates of (re)infection, a major
impact on health care services, and a slowdown to the socio-economic system. For COVID-19,
accurate and timely forecasts are therefore essential to provide the opportunity to rapidly identify risk
areas affected by the pandemic, reallocate the use of health resources, design countermeasures, and
increase public awareness. This paper presents the design and implementation of an approach based
on autoregressive models to reliably forecast the spread of COVID-19 in Italian regions. Starting
from the database of the Italian Civil Protection Department (DPC), the experimental evaluation was
performed on real-world data collected from February 2020 to March 2022, focusing on Calabria, a
region of Southern Italy. This evaluation shows that the proposed approach achieves a good predictive
power for out-of-sample predictions within one week (R-squared > 0.9 at 1 day, R-squared > 0.7 at
7 days), although it decreases with increasing forecasted days (R-squared > 0.5 at 14 days).
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= TEADMEm 7 information
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’i ; Covid-19 Vaccine Effectiveness
¥ 2

Contents

Comparing Notifications about
‘Comparing Notifications about Adverse Adverse Drug ReaCtions Due to
Gettlng the data Drug Reactions Due to COVID-19 Vaccines COVID_1 9 Vaccines

Direct download (CSV): https://raw.githubusercontent.com/fbranda/INFN-
1SS/main/Report_ISS/Efficacia_vaccinale/report_iss_efficacia_vaccini.csv

This repository contains dated records extracted from the Italian National Institute of Health (ISS) reports from the 14 July 2021

Information, Volume 13, Issue 7 (July 2022)

Python (requires pandas ):

REPORT ESTESO ISS inpore pandas 35 p rT—
df = pd.read_csv("https://raw.githubusercontent.com/fbranda/INFN-ISS/main/Report_ISS/Efficacia_vaccinale/report_iss_effice

Thank you for publishing your article in Volume 13, Issue 7 of Information. To continue receiving issue release
notifications of the journal in future, please click here.

R (requires httr): Cover Story
COVID-19: SORVEGLIANZA, IMPATTO DELLE '
Article: Comparing Worldwide, National, and Independent Notifications about Adverse Drug
INFEZIONI ED EFFICACIA VACCINALE library(httr) Reactions Due to COVID-19 Vaccines
df <- read.csv(text=content(GET("https://raw.githubusercontent.com/fbranda/INFN-ISS/main/Report_ISS/Efficacia_vaccinale/re Francesco Branda and Davide Tosi
Information 2022, 13(7), 329; doi:10.3390/inf013070329
= README.md »
‘ Hepatitis of unknown origin in children
Contents
@ {&%E World Health . 'I:is rep:si;osry comta’inszfiatzaoe;tracted from the ECDC-WHOJEurope surveillance bulletin bulletins starting from J ourn al Of CI i n i ca I Vi rology pl us
e C Y (Egamza“on the week of September 27, .
wenenae EOTODE ) Volume 2, Issue 3, August 2022, 100102
= P Getting the data ' '

ELSEVIER

Joint ECDC-WHO Regional Office for Europe o) el e s
Hepatitis of Unknown Origin in Children Pun e Hepatitis of unknown origin in children: Why and

. .

Su rvel llan Ce Bu lletl n ;':pzr;d‘.’i;g:ic:(e:ttps://raw.gitnubusermtent.mm/fhranaa/hepatit15/main/Ecuc»wuo_Regiuna\_office_ hOW to Create an Op en access database
Produced on 26 August 2022 at 12:00 R (requires httr):
The next update of this bulletin will be i 30 and monthly

) Francesco Branda * & =, Massimo Pierini > ¢, Sandra Mazzoli ®
library(httr)

df < read.csv(text=content(GET("https://raw.githubusercontent.com/fbranda/hepatitis/main/ECDC-WHO_F

Situation risk assessment

Surveillance summary




World Health
Organization

European Region

Joint ECDC-WHO Regional Office for
Europe Monkeypox Surveillance Bulletin

Produced on 28 September 2022, 12:00

ECDC Situation risk assessment

WHO EURO Monkeypox webpage

Surveillance summary
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E—
Monkeypox

Contents

This repository contains data extracted from the ECDC-WHOJEurope surveillance and Ministry of Health of
Italy bulletins starting from the 17 June 2022.

Repository structure

monkeypox-opendata/

|— Ecoc-uo/

|— clinical-description/
synptoms_latest. csv
tineseries_symptons.csv

{— bemographics.
age_sex_cases_latest.csv
tineseries_age_sex_cases.csv

{— Epicurves
epicurve_by_country.csv
epicurve_by_notification_date.csv
epicurve_by_typedate.csv

[ IHR-summary
table_IHR_Tessy_latest.csv
tinesaries_tabla_IHR_Tessy.csv

{— Microbiological-analyses
microbiological analysis_latest.csv
tineseries_microbiological_analysis.csv

[— outcome-HIV_status-HoW
datasummary_outcome_latest.csv
tineseries_datasummary_outcone.csv

[— plots
[ sexual-orientation

sexualorientation_latest.csv
tineseries_sexualorientation.csv
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2012
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2014
2015
2016
2017
2018
2019
2020
2021

2022
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README.md

README.md

West-Nile

72c17dc 7 daysago 75 commits
Add files via upload 10 days ago
Add files via upload 9 days ago
Add files via upload 10 days ago
Add files via upload 10 days ago
Add files via upload 10 days ago
Add files via upload 10 days ago
Add files via upload 12 days ago
Add files via upload 12 days ago
Add files via upload 12 days ago
Add files via upload 12 days ago
Add files via upload 7 days ago
Update README.md last month

2




Personal contribution

i Nows laly
= README.md 4
1T Hallan Influenza Survelance
Rapporto N. 26 del 8 maggio 2022 InfluNet 2Season 2012 /2013

35Seas0n 20132014 InfluNet

4 Season 2014 / 2015

RappOI'tO Epidemiologico Contents S Fancescosranc’

N
\; intluNet

Rete Italiana Sorveglianza Influenza

6 Season 2016/2017 Luca Cozzuto”
QERIO, n
Qd i {O, This repository contains data extracted from the Italian National Institute of Health (ISS) bulletins starting from the 7 Season 2017 /2018
T R £ 2003-2004 seasonal flu & seasonzore 2019 Part 1 The ltalian Influenza Surveillance
X R 9 Season 20192020
v

Repository structure 10 Season 2020/ 2021 ‘The ltalian Influenza Surveillance (IS) is a web-based tool for influenza virological surveillance in Italy

created by Francesco Branda and Luca Cozzuto. The tool continuously and systematicaly collects,
compares and analyzes epidemiological and virological information of influenza to provide decision
makers and public health experts in Italy with the information required to better assess influenza activity
and take appropriate action.

11 Season 2021/ 2022

Github repository
influnet/
— flu-season/
— 2003-2004/
|— epidemiological_data/
|— national_cases.csv 2. CRG, luca.cozzuto@crg.eus>

1. UniCal, francesco.brada@unical it+>

|— influnet_report/

|— influnet-epi-2085-2006. pdf

Flu News ltaly

1The Italian Influenza Surveiliance

2Soason 20122013
— 2012-2013/ 3 Season 2013, 2014 Part2 Season 2012/2013
|— epidemiological_data/ 4 Season 2014 /2015
|— national_cases.csv Y 201212013
|— regional_cases.csv
}— influnet_report/ 6 Season 20162017
|— influnet-epi/ 7 Season 2017 /2018 w0
}— influnet-epi-2012-2013_1.pdf TR TVEED
|— influnet-vir/ 9 Season 20192020 < o
}— influnet-vir-2012-2013_1.pdf 10 Season 2020/ 2021 £ group_vir
000 11 Season 2021/ 2022 ] B
L vinlanica) davas o e
&
GitHub repository
0
of

5 47 % 49 50 5152 01 02 03 04 05 G5 07 b 00 D0 11 12 B 14 15 1o 17
week of the year
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S¢’: E I I e n d O Il sistema integrato di
diffusione dei dati elettorali

l‘ Elezioni politiche 2022

m ELEZIONI

. POLITICHE
L \/E Politiche b 2022
I Elezioni politiche del 25 settembre 2022

Affiuenza e risultati delle elezioni in corso aggioratiin tempo reale

INDECIS.IT § ngllfla o
inuovic OlOl‘l

6 fbranda Add files via upload 943Ff7d 22 hours ago ') 62 commits leidenza = 1l primo partito Comune per Comune
Campagna elettorale 2022 su Twitter, analisi delle [— [ rounauezos | =
parole dei leader e del sentiment Lo %y
M Camera Add files via upload 28 days ago Sl 2 9
il partit puntano invsta el voto 53
8 Estero Add files via upload 28 days ago B
M0 Partiti Add files via upload 27 days ago
W senato Add files via upload 28 days ago
I risultati Add files via upload 22 hours ago
(3 README.md Update README.md 27 days ago
‘= README.md Va Elezioni 2022, il confronto

‘CONSENSO DI FDI IN LIGURIA

= sky [EEZG LA SFIDA DEL VOTO CRISIENERGIA  PODCASTTODAY ~ GUERRAUCRAINA  VOICE  VENEZIA79
A #datiBeneComune

POLITICA b APPROFONDIME... News  Approfondimenti  Elezioni

Liste e Candidati - Elezioni Politiche 2022 r

POLITICA

Campagna elettorale 2022 “
Introduzione su Twitter, analisi delle i e—
) N ) ) R parole dei leader e del
Il primo settembre 2022, il Viminale ha pubblicato I'elenco delle liste ammesse e i candidati per ciascun .
collegio uninominale o plurinominale o per la circoscrizione estero. Purtroppo non in formato machine- sentiment %0,
readable = —

31ago2022-17:43

Raffaele Mastrolonardo

25

Cosa é stato fatto

Utilizzando i dati del repository onData, i dati sono stati rielaborati e disaggregati per collegio, circoscrizione
estero e partito politico.
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Use case: SEDOM-DD

= Social media platforms have become an important source of
information that can be exploited to understand human dynamics and
behaviors.

In the context of natural disasters, the very large use of social media
platforms has enabled eyewitnesses and other disaster-affected
people to share information about their damages, risks and
emergencies in real time.

The use of social media posts to help rescue and intervention
activities remains an open challenge as users often publish posts
containing inaccurate information, slang or abbreviated words, or
without using geolocalization.

The proposed methodology, called SEDOM-DD (Sub-Events
Detection on sOcial Media During Disasters), aimed at detecting sub-
events during disasters from social media data.

ODS2022 - DATI E POTERE 7

Belcastro et al. J Big Data (2021) 8:79
https://doi.org/10.1186/540537-021-00467-1

® Journal of Big Data

RESEARCH Open Access

. . . . ®
Using social media for sub-event detection ==
during disasters

Loris Belcastro', Fabrizio Marozzo'"®, Domenico Talia', Paolo Trunfio', Francesco Branda',
Themis Palpanas>* and Muhammad Imran*

Abstract

Social media platforms have become fundamental tools for sharing information during
natural disasters or catastrophic events. This paper presents SEDOM-DD (Sub-Events
Detection on sOcial Media During Disasters), a new method that analyzes user posts
to discover sub-events that occurred after a disaster (e.g, collapsed buildings, broken
gas pipes, floods). SEDOM-DD has been evaluated with datasets of different sizes

that contain real posts from social media related to different natural disasters (e.g.,
earthquakes, floods and hurricanes). Starting from such data, we generated synthetic
datasets with different features, such as different percentages of relevant posts and/or
geotagged posts. Experiments performed on both real and synthetic datasets showed
that SEDOM-DD is able to identify sub-events with high accuracy. For example, with a
percentage of relevant posts of 80% and geotagged posts of 15%, our method detects
the sub-events and their areas with an accuracy of 85%, revealing the high accuracy
and effectiveness of the proposed approach.

Keywords: Social media, Events detection, Natural disasters, Catastrophic events, Crisis
computing, Disaster management, Mass emergencies, Earthquake
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Execution flow of SEDOM-DD

&
Y Relevant

Enriched Sub-
Event (E) Collection Posts (P) Filtering posts (Pg) posts (P,) events (S)
N E— T T
of posts of posts
Textual classification algorithms Geocoding services or Clustering and text
(e.g., neural networks) NLP algorithms analysis algorithms

1) Data collection: given a disaster event and its impact areas, all the posts
generated in the event’'s area are collected. These posts can be collected from
social media platforms (e.g., Twitter) through queries based on keywords or
locations.
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Execution flow of SEDOM-DD

&
Y Relevant

Enriched Sub-
Event (E) Collection Posts (P) Filtering posts (Pg) posts (P,) events (S)
N E— T T
of posts of posts
Textual classification algorithms Geocoding services or Clustering and text
(e.g., neural networks) NLP algorithms analysis algorithms

2) Filtering of posts: we use supervised machine learning techniques to identify
relevant posts. Posts that refer to the disaster and that come from users who live in
the affected area are relevant for analysis, and thus are maintained.

0DS2022 — DATI E POTERE 13



Execution flow of SEDOM-DD

&
Y Relevant

Enriched Sub-
Event (E) Collection Posts (P) Filtering posts (Pg) posts (P,) events (S)
N _—> T T
of posts of posts
Textual classification algorithms Geocoding services or Clustering and text
(e.g., neural networks) NLP algorithms analysis algorithms

3) Enrichment of posts. since many posts are relevant for analysis but are not
geotagged, the information contained in the text is used to estimate the
coordinates of the location where such posts were created.

ODS2022 - DATI E POTERE N 14



Execution flow of SEDOM-DD

° %
% 1%

WY - Y@‘x I i
’ Relevant Enriched Sub-
Event (E) Collection Posts (P) Filtering posts (Pg) posts (P,) events (S)
N _—> _— —_—>
of posts of posts
Textual classification algorithms Geocoding services or Clustering and text
(e.g., neural networks) NLP algorithms analysis algorithms

4) Finding sub-events.: geotagged posts are analyzed and aggregated for finding
clusters of posts mentioning a common problem (i.e., a specific sub-event that
occurred in a certain area).
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An example of using SEDOM-DD
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Experimental evaluation

* The algorithm based on neural networks was the ™7™ = = = —
most accurate with an accuracy of 83%, N 0807 0803 0807 078
followed by the algorithms XGBoost (81%) and JE— o o o oo
Random Fores’[ (80%) Decision Tree 0.744 0.755 0.744 0.753

Random For. 0.795 0.794 0.790 0.783
XGBoost 0.815 0.812 0.815 0.809
Neural Net. 0.830 0.826 0.864 0.845
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w04 B St b I BBINR T
e K %% P o AR Bl
EEEE !k "0’04 )’0’04 !k ENEE
HHH NN S R IXENN T
0.2 HH R K G IXINR HHH
| i N 55 S RRRR i
EEEE XX XX HH
2eE! R K 55 NN -
0 FHH N KA heess] 20% NN -
D, D,
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Use case: IOM-NN with sentiment analysis

= |n recent years, the increasing use of social media
also allows for the analysis of collective sentiment and
the dynamics of public opinion.

The proposed methodology, called IOM-NN (Iterative
Opinion Mining using Neural Networks), aimed at
discovering the political polarization of social media
users during election campaigns characterized by the
competition of political factions.

Experimental results show the great effectiveness of
IOM-NN, which was able to correctly identify the
winning candidate in 10 out of 11 swing states,
compared to the average of latest opinion polls
before the election, which identified the winner in 9
out of 11 states.

ODS2022 - DATI E POTERE 7

Social Network Analysis and Mining (2022) 12:83
https://doi.org/10.1007/s13278-022-00913-9

ORIGINAL ARTICLE )

Check for
updates

Analyzing voter behavior on social media during the 2020 US
presidential election campaign

Loris Belcastro' - Francesco Branda' - Riccardo Cantini' - Fabrizio Marozzo'® - Domenico Talia' - Paolo Trunfio'

Received: 20 January 2022 / Revised: 11 May 2022 / Accepted: 23 June 2022
© The Author(s) 2022

Abstract

Every day millions of people use social media platforms by generating a very large amount of opinion-rich data, which can
be exploited to extract valuable information about human dynamics and behaviors. In this context, the present manuscript
provides a precise view of the 2020 US presidential election by jointly applying topic discovery, opinion mining, and emo-
tion analysis techniques on social media data. In particular, we exploited a clustering-based technique for extracting the main
discussion topics and monitoring their weekly impact on social media conversation. Afterward, we leveraged a neural-based
opinion mining technique for determining the political orientation of social media users by analyzing the posts they published.
In this way, we were able to determine in the weeks preceding the Election Day which candidate or party public opinion is
most in favor of. We also investigated the temporal dynamics of the online discussions, by studying how users’ publishing
behavior is related to their political alignment. Finally, we combined sentiment analysis and text mining techniques to dis-
cover the relationship between the user polarity and sentiment expressed referring to the different candidates, thus modeling
political support of social media users from an emotional viewpoint.
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Execution flow of the proposed methodology

|IOM-NN
1 )
- . o1
! : » . o
. W S N
1 ’ M
1 Setof Classified
1 posts (P) | Collection of | Posts (P) | Classification | yosts (C) Polarization
! — posts —>  of posts > of users
1

e 38 )
~ ~

a2 0
1 Classified s
1 users U entimen
] ( L’ analysis

1) Collection of posts.: data are gathered from social media by using a set of
keywords related to the selected political event.
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Execution flow of the proposed methodology

|IOM-NN
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2) Classification of posts. the collected posts are classified in favor of a faction
according to the detected political support.
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Execution flow of the proposed methodology
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3) Polarization of users. the classified posts are analyzed for determining the
polarization of users towards a faction.
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Execution flow of the proposed methodology
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4) Sentiment analysis. the polarized posts are exploited for investigating the
relationship between the political orientation of users and the sentiment they
expressed in referring to the different candidates.
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Experimental evaluation

IOM-NN (2 OM-NN | Real Opinion polls IOM-NN
ootion ools @ IOM-NN Opinion polls State percentages
P P — Opinion polls '/ B T B T B T
e ." ,»" Arizona 49.4 49.1 48.0 45.8 50.2 48.3
l PR Ni _____ OM-NN @ Florida 479  51.2 487 46.0 48.0 51.1
Opinion polls (% Georgia 49.5 49.2 47.6 47.4 52.7 46.0
6 “ Michigan 50.6 47.8 49.9 44.4 55.4 43.0
o @ | e R SRR e Eothniin Coces ot (S ekt WY e Minnesota 52.4 45.3 51.6 41.8 55.1 42.6
Opinion polls IOM-NN € Nevada 50.1 47.7 49.4 44.4 49.8 48.0
4 Opinion polls (% New Hampshire 52.7 45.4 53.4 42.4 50.9 47.3
R North Carolina 48.6 49.9 47.8 47.5 56.6 41.9
b KR Pennsylvania 50.0 48.8 49.4 45.7 55.7 43.1
IOM-NN )¢ Texas 46.5 52.1 47.5 48.8 46.1 52.5
IOM-NN Opinion polls x Wisconsin 49.4 48.8 52.0 42.8 56.3 41.9
Ophnion polls & k Correctly classified - 9/11 10/11
: : Tweets - : 670,451
: ! Users - ~ 11,000 57,116
IOM-NN Q IOM-NN (2 Avg. Acc - 0.82 0.91
Opinion polls Opinion polls x
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Key messages

= Open Data are fundamental for i) conducting real-time situation analysis; i) facilitating
coordination and collaboration between national and local governments; iii) securing
public trust in government through better transparency and improved communications; iv)
countering misinformation.

= Governments at all levels need to build up their capacities to overcome data silos and skill
gaps to address diverse dimensions of data governance. These range from ensuring the
consistency of data collection to enhancing government accountability in sharing data and
strengthening data quality and data security for a timely and proper response.

= |t is important to adopt a holistic and whole-of-government approach to data governance
with the engagement of all stakeholders and partners across sectors. Building data
partnerships with all stakeholders can help leverage digital solutions driven by the private
sector, promote publication of data produced by civil society organizations on open
government data portals or open government data on non-government data portals, and
support data sharing among all stakeholders.
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Questions
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